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1. Introduction and Literature Review

Extensive scholarly attention has been devoted to the so-called “leverage effect”, first theorized by Black (1976), Christie (1982) and Nelson (1991). According to this “leverage effect” theory, a decrease in the level of the stock index leads to a rise in the leverage of listed firms, increasing the risk associated to equity and, consequently, leading to an increase in the level of implied volatility (due to lower strike prices [see Manda, 2010]).

This theory is meant to explain the observed negative correlation between changes in the level of volatility and returns on the stock market: this correlation has been detected empirically in a large number of studies, such as those of Christie (1982), Cheung and Ng (1992), and Duffee (1995), who presented a large body of evidence in support of this apparent “statistical regularity”. More recently, Whaley (2000) who used data on the Chicago Board Options Exchange’s market volatility index (the so-called VIX) and on the S&P 500 provided further evidence in favor of the existence of this negative relationship.2

While a strong consensus appears to back the existence of the negative correlation between implied volatility and stock returns, more conflicting stances characterize academic explanations for this phenomenon. For instance, in 2000, Figlewski and Wang detected a number of anomalies in an empirical study of the leverage effect. These anomalies somewhat undermine the validity of the leverage effect explanation. For example, they observed that variations in the level of outstanding debt (variations that alter the leverage of listed firms) do not trigger volatility changes comparable to those caused by changes in the value of equity (see Figlewski and Wang, 2000).

1 This article is the outcome of work undertaken by the author, independently of Oxera Consulting Ltd. The views expressed in this article—and any errors or omissions—are the author’s sole responsibility and should not be attributed to Oxera Consulting Ltd.

2 According to Whaley (2000, p. 17), this negative relationship between the level of the VIX and S&P 500 returns is robust to controls for the nature of the initial shock in the stock market (e.g. threats of wars as opposed to unexpected changes in stock market declines).
In particular, an alternative “volatility feedback” explanation has managed to gather some consensus among researchers. According to this explanation, volatility is a priced factor. Therefore, if investors anticipate an increase in the level of volatility, the required rate of return on their investments increases. To accommodate this change, prices would have to change. Just like in the leverage effect theory, the outcome of these events would be a rise in the level of volatility and a drop in the stock market returns. However, according to this alternative explanation, the causality is now reversed: changes in expected volatility alter stock market prices and not the other way around (see Bollerslev et al, 2006).

In an attempt to shed some light upon this empirical regularity, subsequent studies have tried to look into the qualitative properties of this negative correlation. For instance, Giot (2002) investigated the relationship between implied volatility and future stock market returns. In other words, he measured the predictive power of VIX as a forecasting variable for stock market returns, finding that high levels of VIX may indicate positive forward looking returns on a long position in the market. A more recent study by Manda (2010), instead, looks at the behavior of VIX returns and returns on the S&P 500 to try and make some inference on the qualitative nature of the leverage effect throughout the 2007/2008 crisis. Manda’s simple exercise suggests that – going from the pre-crisis to the post-crisis period – the relationship between VIX and market returns changes intensity across time, with different types of asymmetries characterizing different stages of the crisis.

With the introduction of new econometric techniques, more sophisticated research on the leverage effect has become possible (see e.g. Glosten et al, 1993). For instance, in an article published in 2003, Simon (2003, p. 15) uses a GJR-GARCH model to investigate the leverage effect during the Internet bubble of the early 2000’s. Sun and Wu (2010), instead, exploit nonparametric copula methods to evaluate extreme tail dependency between the VIX and the S&P 500, finding that this dependency is strong and negative and that the leverage effect is stronger in bearish markets and gradually weakens as markets revert back to their long-run mean (Sun and Wu, 2010, p.2).

As access to high frequency data increased, new studies exploiting this new – and more informative – type of time-series were published. As an example, Bollerslev et al (2007) use high frequency quotes to separate volatility into two different components (splitting the movements in the price series into jumps and continuous paths). One of the conclusions of their paper is that the leverage effect is much weaker for the jump-component of volatility. In a more recent study, instead, high frequency data is used to develop a model that explains expected stock market returns using the difference between implied volatility and realized volatility and introducing restrictions that account for the leverage effect (Bollerslev et al, 2009, p.4467).

Despite this vast body of literature, a thorough knowledge of the temporal structure of this leverage effect – both on a quantitative and on a qualitative level – is yet to be achieved (see, e.g. Bouchaud et al, 2001). To this end, event-based studies, like those of Manda (2010) and Simon (2003) can be particularly informative, in that they expose the dynamic behavior of leverage effects.

That is exactly the type of exercise that is attempted in this paper. The purpose of this research, indeed, is to investigate the dynamics of the leverage effect in the years of the recent financial crisis, which was characterized by moments of significant turbulence for financial markets. More specifically, high frequency data on VIX futures and S&P 500 futures is used to assess evidence of the leverage effect from 2007 to 2010. Multiple studies have exploited high frequency datasets to study this effect (cfr De Pooter et al, 2006 and Bollerslev et al, 2006), but, to the best of the author’s knowledge, no study has yet attempted to apply Realized Kernel techniques to this richer type of datasets. Realized Kernel estimators, first proposed by Barndorff-Nielsen et al (2008a), represent a method to compute Integrated Covariances that are robust to the noise that might affect the quote data. This estimator is also guaranteed to be positive semi-definite and can also handle non-
synchronous trading (Barndorff-Nielsen et al, 2008b, p. 2). In other words, Realized Kernels, when appropriately parametrized, make a more efficient use of information (see Gatheral and Oomen, 2010, p 279). In addition, the adoption of Realized Kernel techniques permits to model volatility – which is inherently a latent variable – using observable proxies.

In this empirical analysis, Realized Kernels are used to compute Realized Correlation between VIX futures and S&P 500 futures. The analysis of Realized Correlation represents a method to gain useful insights into the dynamics of leverage effects, even in the absence of a sound theoretical understanding of the causality link that underpins this phenomenon.3

To sum up, this paper attempts to enquire into the time-series dynamics of leverage effects during the 2007/2008 financial crisis, by computing Realized Correlation between VIX futures and S&P 500 futures every day. In applying more recent – and more efficient – econometric techniques, the hope is that of acquiring an in-depth understanding of the time dynamics of leverage effects. Developing a better comprehension of these dynamics may indeed be useful to understand, for example, the role played by investors’ sentiment in the chain of events that propelled the 2007/2008 crisis. Furthermore, a more accurate description of the qualitative and quantitative properties of leverage effects may be exploited by financial practitioners to design new investment strategies. Indeed, incorporation of leverage effects into portfolio diversification strategies has been attempted in the past (see Szado, 2009) and additional insights into this empirical regularity may foster further research in the field.

The paper therefore proceeds as follows. Section 2 provides a general description of the dataset utilized by the author, outlining the main features of the assets for which Realized Correlation is computed. In Section 3, instead, a description of the main steps of the algorithm adopted to account for some of the primary sources of market noise in our dataset is given. Next, Section 4 describes the actual computation of Realized Correlation and of the modeling of this newly obtained variable. Finally, Section 5 describes the results obtained from the exercises performed – trying to assess the evidence gathered – and concludes.

2. Description of the Dataset

In an approach consistent with that of Simon and Wiggins (2001), high-frequency tick-by-tick S&P 500 futures data and high-frequency tick-by-tick VIX futures data were used to perform this investigation. The main reason for preferring futures data to index data, especially for the S&P 500, is that indexes are calculated from the last transaction price of each of the stocks in the index. Since not all stocks trade every minute, this may result in an infrequent trading problem and bias (Martens, 2002, p. 500).

2.1 VIX and VIX Futures

VIX, the Chicago Board Options Exchange’s market volatility index, is an index that captures the market’s expectation of future volatility, using a portfolio of S&P 500 options (rather than stocks). It is regarded among academics and practitioners as an indicator of investors’ sentiment and it has been described as an “investor fear gauge” (Whaley, 2000, p.12). The original version introduced by Whaley (1993) was based on the S&P 100. The current version of the VIX, based on the S&P 500, was instead introduced in 2003. The VIX index attempts to capture 30-day expected volatility and is computed on a portfolio of near- and next-term call and put options (corresponding usually to the first and second months of the S&P contract). Options that do not have at least one

3 As outlined in previous paragraphs, both the leverage effect theory and the volatility feedback theory are still regarded as potential explanations for the leverage effect.
week to expiration are not included in the portfolio, to avoid pricing anomalies that may arise as the expiration date gets closer. Instead, when near-term options have less than 9 days to expiration, the VIX rolls to the second and third months of the S&P contract (CBOE, 2003).

In this empirical analysis, VIX futures, as opposed to spot VIX, have been used. One of the main differences between VIX futures and spot VIX is that, unlike VIX futures, spot VIX is not directly investable at present. Also, VIX futures are not simply a measure of the expected volatility of the S&P index: they also reflect expectations on the expected one-month volatility at a specific point in time in the future. From a theoretical perspective, VIX futures should converge to spot VIX as the expiration date gets closer. However, in practice, significant anomalies in this theoretical convergence process are possible prior to expiration (see Szado, 2009, p.73). Finally, VIX futures are generally characterized by lower volatility than spot VIX, partly because of the mean reverting nature of volatility (Szado, 2009, p.73).

It is important to point out that VIX futures, traded on the CBOE Futures Exchange, were introduced only in 2004. This inception date is quite important in this study because the dataset at hand spans the years between 2006 and 2010. While, in general, the level of liquidity appears to be reasonable for this window of time, periods of low levels of trading activity are still observed in 2006.5

For this empirical investigation, data on the VIX futures was downloaded from the CBOE Futures Exchange. VIX futures prices went from January 1, 2006 to December 31, 2010.6

The asset is traded between 8:30 am and 3:15 pm, Chicago time,7 and the contract size is 1000$ times the VIX. The minimum price fluctuation is 0.05 index point, equivalent to 50$ per contract. Contracts exist for every month of the year (CBOE, 2011) and the commencement of trade and expiration of each contract occur on different dates.

The contract size was changed on March 26, 2007 (see CBOE, 2007) and consequently data-points which predate this event require adjustments. In particular, for the period leading up to this date, prices have been divided by a factor of 10 to maintain a uniform contract size across the whole dataset.

The dataset contains overall 2,218,485 data-points, i.e. 9188 trading days. The table below displays the mean, the maximum and minimum value and a set of percentiles for the time-series of prices, as well as for the daily volume and the daily number of transactions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>5th percentile</th>
<th>25th percentile</th>
<th>50th percentile</th>
<th>75th percentile</th>
<th>95th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>3.45</td>
<td>300</td>
<td>26.9231</td>
<td>18.25</td>
<td>22.65</td>
<td>25.85</td>
<td>29.85</td>
<td>41.1</td>
</tr>
<tr>
<td>Daily Volume</td>
<td>1</td>
<td>29982</td>
<td>885.5337</td>
<td>4</td>
<td>40</td>
<td>190</td>
<td>743</td>
<td>4419.1</td>
</tr>
<tr>
<td>Daily Number of Transactions</td>
<td>1</td>
<td>11733</td>
<td>241.4546</td>
<td>2</td>
<td>12</td>
<td>50</td>
<td>211</td>
<td>1130.2</td>
</tr>
</tbody>
</table>

---

4 However, VIX is a portfolio of options. Consequently, it is possible to invest in this asset through purchases (or short sales) of these options.
5 See Section 3.
6 Summary statistics for the original dataset are reported in an Appendix which may be requested directly from the author.
7 These are the regular trading hours. Transactions can actually take place between 7:20 am and 8:30 am as well (extended trading hours). See CBOE (2011).
The first months of the dataset are still characterized by low levels of trading activity (as approximated by the number of transactions and trading volume).\textsuperscript{8} Hence, it will be important to account for this factor in subsequent Sections of this work.

\textbf{2.2 S&P 500 Futures}

This analysis relies on data on E-mini S&P 500 futures, rather than “ordinary” S&P 500 futures. E-mini S&P 500 futures represent a relatively new instrument to trade S&P 500 futures, offering investors an alternative to traditional floor-trading futures. These E-mini futures for the S&P 500 were first introduced on September 9, 1997 and since their inception they have been growing rapidly on the CME (Chung and Chiang, 2006, p. 276). The innovative element of these contracts was their fully electronic nature and their smaller size (50$ times E-mini S&P 500 futures price [CME Group, 2011]), potentially attracting investors with smaller margins. E-mini futures are traded almost around the clock on the Chicago Mercantile Exchange\textsuperscript{9} and these contracts expire four times annually.

The reason for preferring E-mini S&P 500 futures to floor-trading S&P 500 futures is that these electronic contracts exhibit features that make them potentially more suitable to our analysis. In the paragraphs below, a brief description of these characteristics is presented.

While floor-trading futures and E-mini futures are similar in many ways (both contracts are based on the same index, both contracts have the same expiration date, both contracts are cash-settled to the same index value on quarterly expirations and both contracts settle daily to the regular index futures contracts’ settlement price [Ates and Wang, 2005, p.687]), they differ in many features. First and foremost, the floor-trading S&P 500 futures contract multiplier is five times the contract multiplier of the corresponding regular futures and E-mini contracts are traded fully electronically (Ates and Wang, 2005, p. 687).

Also, as outlined by several studies, E-mini futures have several different desirable features (Chung and Chiang, 2006, p. 276):\textsuperscript{10}

- “the nature of their small size at lesser margins”
- “the effective anonymity of traders”
- “improved pricing transparency”
- “increased speed of transaction execution”
- “timely reporting of order fills”

Finally, as suggested by Hasbrouck (2003) and Domowitz and Steil (1999), electronic markets offer in general a level of liquidity comparable to that of ordinary floor markets, yet entailing lower costs. This potential opportunity for cost savings may lie at the heart of the observed shift from floor-traded futures trading to E-mini futures trading (Chung and Chiang, 2006, p. 276).

Because of the features listed above, it would therefore seem that E-mini futures markets may be characterized by more informative prices than floor-trading futures markets.\textsuperscript{11} This constitutes a further reason for preferring E-mini futures over ordinary floor-trading futures.

\textsuperscript{8} This can be easily inferred from the summary statistics reported in the Appendix available from the author.
\textsuperscript{9} E-mini futures are traded almost 24 hours a day from Monday to Thursday, with only a 30-minute shutdown period between 4:30 and 5:00 pm. In addition, these contracts are traded from 0:00 am to 3:15 am on Fridays and from 3:15 to midnight on Sundays (see CME Group, 2011).
\textsuperscript{10} See \textit{ibid}.

\begin{flushright}
\textsuperscript{~ 5 ~}
\end{flushright}
One last argument in favor of the utilization of E-mini futures instead of floor-trading futures is that the reliance of E-mini contracts on an electronic system to execute all transactions implies that all trading activity occurs in the absence of human intervention (see Ates and Wang, 2005, p. 687). This aspect may be extremely beneficial to this empirical investigation, since it affects the amount of typos present in the dataset and, hence, the overall quality of the data.

On a closing note, it is still important to bear in mind that arbitrage activities between the two types of contracts ensure that the two assets exhibit a very high level of correlation (see Chung and Chiang, 2006, p. 276). Consequently, the choice of E-mini futures as opposed to floor-trading futures should not lead to significant losses of information.

The dataset spans the period going from January 2, 2006 to December 31, 2010. The minimum price fluctuation is 0.25 index points (12.50$ per contract). Transaction records are available for a total of 9188 trading days (258,630,003 data-points) and further information on the mean, maximum and minimum values of the dataset (together with other relevant measures) is contained in Table 2.

Table 2 VIX futures dataset prior to clean-up procedure

<table>
<thead>
<tr>
<th>Variable</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>5th percentile</th>
<th>25th percentile</th>
<th>50th percentile</th>
<th>75th percentile</th>
<th>95th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>0</td>
<td>1618.25</td>
<td>1135.87</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Daily Volume</td>
<td>0</td>
<td>5829444</td>
<td>477600.2</td>
<td>0</td>
<td>2</td>
<td>611</td>
<td>685896</td>
<td>2415187</td>
</tr>
<tr>
<td>Daily Number of Transactions</td>
<td>1</td>
<td>1356921</td>
<td>53458.04</td>
<td>1</td>
<td>34</td>
<td>663.5</td>
<td>41359</td>
<td>325604.2</td>
</tr>
</tbody>
</table>

The level of liquidity of E-mini futures is quite different from that of VX futures. In particular, unlike VIX futures, E-mini contracts display large trading volumes already at the beginning of the dataset.

3. Preliminary Cleaning

Prior to proceeding with the actual data analysis, it is important to prepare the dataset, by performing some preliminary cleaning on the high frequency data. Specifically, four main issues need to be addressed: (i) multiplicity of contracts traded at each point in time for each of the two assets (and need to identify “roll-over” dates), (ii) different regular trading hours for each of the two contracts at hand, (iii) uneven levels of liquidity across time, especially for the VIX futures contracts and (iv) presence of typos and outliers in the dataset.

The issues above are dealt with in the subsequent Subsections.

3.1 Roll-over Dates

The first issue that needs to be addressed is the fact that multiple contracts with different maturities are traded at each point in time, both for the E-mini futures (ES contracts) and for the VIX futures (VX contracts). It is therefore important to choose what contract to use each day for the

---

11 In 2003, Hasbrouck demonstrated that price discovery for the U.S. equity index market is dominated by electronic markets. See Hasbrouck (2003, p. 2397).
12 Summary statistics are reported in the Appendix available from the author.
13 Due to the extremely large size of the E-mini futures dataset, percentiles for the time-series of prices could not be estimated.
14 See summary statistics reported in the Appendix available from the author.
computation of the Realized Correlation. In doing so, one must take into account the fact that, upon expiration of a future, investors roll over their contracts, taking equivalent positions in other futures expiring at a later date. Therefore, as the expiration date of a future contract gets closer, trading activity shifts at an increasing pace towards a different contract with a longer maturity.  

While not trivial, the solution to this problem for ES futures is simplified by the observed structure of the transactions. Indeed, a few days before the expiration date of an ES future, the volume of transactions of that contract starts dropping in an almost perfect monotonic way. In the same time period, the volume of transactions of the ES future with the next-shortest maturity starts increasing almost in a perfectly monotonic way as well. Consequently, to maximize the overall volume of transactions (and therefore to ensure that the series of prices used is liquid enough), the choice of roll-over dates for ES futures was the following:

- Compute the day in which the daily volume of transactions on the “expiring” contract drops below the daily volume of transactions for the contract with the next-shortest maturity.  
- Use the day before this date as the roll-over date.

This solution, however, cannot be easily replicated on VX futures: the structure of transactions for this type of assets is indeed much different from that of ES futures. As a matter of fact, the decay in the volume of transactions prior to the expiration of a VX future does not occur in a monotonic way. Likewise, the corresponding increase in the volume of transactions for the next-shortest-maturity future is not monotonic either. As a result, if the rule described above were to be used for VX futures, multiple crossing days would be identified in the first step and no unique roll-over date would be determined (in the absence of an appropriate selection criterion).

Thus, the following alternative procedure has been adopted:

- For each VX contract, the time-series of the daily volume of transactions for that contract and for the next-shortest-maturity contract were set aside.
- An optimization exercise was performed: the date that would maximize the overall volume of transactions – if used as roll-over date – was determined.
- This date was selected as roll-over date.

Once roll-over dates were selected, a total of 1259 trading days for VX futures and 1552 trading days for ES futures remained to be analyzed.

### 3.2 Liquidity Adjustments

The second step in cleaning up the data is ensuring that all trading days exhibit sufficient levels of liquidity. Indeed, trade size differentials and the informational content of prices have been described as two components of market microstructure noise (Ait-Sahalia and Yu, 2008, p. 3). Also,
the potential link between market liquidity and market efficiency has been suggested in multiple academic works (see, e.g. Muranaga and Shimizu, 1999).

Hence, to avoid illiquid trades and to achieve a minimal level of liquidity across the time series, trading days with a volume smaller than 100 (for the VX series) and 1,000,000 for ES were removed. This procedure resulted in the removal of 531 trading days for the ES series and four trading days for the VX series. The days excluded are days with low levels of trading activity, such as days leading up to or following US bank holidays.

Once this operation was performed, a list of trading dates common to both E-mini futures and VIX futures was created. This step was justified by the need to have prices for both of the series on each trading day analyzed. After this final operation, 1021 trading days per series remained for our empirical analysis.

3.3 Common Trading Hours

A further issue that deserves some attention is the difference in regular trading hours between E-mini futures contracts and VIX contracts. As previously outlined, ES futures are traded almost 24 hours a day on the CME Globex platform, whereas VIX futures are traded from 8:30 am to 3:15 pm on the CBOE Futures Exchange. To compute Realized Correlation, only transactions executed in common regular trading hours can be utilized.

Hence, all tick data outside the 8:45 am – 3:00 pm window has been excluded from this investigation. The reason for choosing this window instead of a broader 8:30 am – 3:15 pm window is that a vast body of empirical studies documents increased return volatility and trading volume at the open and close of stock markets (cfr Chan et al, 2000, p. 496 and Wood et al, 1985, p. 738). As a result, a 15-minute cushion both at the open and at the close may strike a good balance between avoiding abnormal trading activity in the market and preserving enough data-points to be able to perform estimation procedures in a consistent way.

While performing this clean-up procedure, trading days exhibiting less than 5 ticks (within the 8:30 am – 3:00 pm window) were removed from the dataset, to ensure that enough data-points would be available each day to compute Realized Correlation. Once this operation was performed, though, a further exclusion of all data-points predating January 1, 2007 had to be enacted. Indeed, periods of excessively low liquidity (for VX contracts) resulted in extended windows of days where no Realized Correlation could be computed. Upon completion of all of these operations, the dataset was composed of 917 trading days per series.

---

20 A similar procedure is adopted by Lu and Zhu in their 2009 empirical investigation (Lu and Zhu, 2009, p. 238). The values of 100 and 1,000,000 are arbitrary but were chosen because they permitted to get rid of illiquid trading days, while at the same time preserving a sufficient amount of data to permit consistent estimation in the subsequent stages of the study. At a first glance, 1,000,000 transactions may appear to be a high threshold, since the mean daily volume is 477,600.2 in the original dataset. However, once roll-over dates were identified and only the most liquid assets were considered every trading day, the mean daily volume significantly increased, making 1,000,000 transactions a reasonable threshold for our analysis.

21 Actually, the amount of trading days of VIX futures that were ruled out by this procedure is much larger. Indeed, when common trading days of the two assets will be identified at a later stage, many more trading days of VIX futures will be excluded.

22 For instance, a proportionally large share of the excluded days (116 out of 531) is in the months of December and January, around Christmas and New Year.

23 With only a 30-minute shutdown period between 4:30 and 5:00 pm.
3.4 Typos and Outliers

Once a time series of contract names listing what prices to use on each date has been developed and appropriate windows of time have been selected to identify the data-points relevant to our analysis, intra-daily cleaning of the data has to be performed. Indeed, as argued by Barndorff-Nielsen et al (2009, p. 7), “[t]he realized kernel and related estimators “treat all observations equally” and a few outliers can severely influence these estimators.” Because of this, careful preliminary cleaning of data may significantly improve volatility estimators.

Accordingly, three operations were performed on the dataset.

First, all transactions with a price equal to or smaller than zero were removed from the dataset.\(^{24}\) This type of mistakes was found in 763 trading days for the E-mini futures.\(^{25}\)

Next, high frequency data was scanned in search of transactions with identical timestamps. However, in the whole time period under analysis,\(^{26}\) no two transactions with exactly the same timestamp were found, in either of the futures time-series.

Finally, to identify observations that appear to be incompatible with the prevailing market trading activity, four different noise measures were computed for each trading day:\(^{27}\)

- \[ O_1 = \frac{\max(r_t^2) + \min(r_t^2)}{\sum_{t=1}^{T} r_t^2} \]
- \[ O_2 = \frac{\max(r_t^2)}{\sum_{t=1}^{T} r_t^2} \]
- \[ N = \frac{\sum_{s \in S} \sqrt{r_t^2} - v}{\det(S)} \]
- \[ P = \sum_{t=1}^{T} I(p_t - \text{median}(p_t | t = t - 1, t - 2, ..., t - 10)) - \frac{\sum_{t=1}^{T} I(p_t)}{T} \]

This measure, similar to that proposed by Barndorff-Nielsen et al (2009, p. 7),\(^{28}\) captures the daily number of observations that deviate by more than 5 mean absolute deviations from a rolling centered median of 20 observations.\(^{29}\)

Once these four measures were computed, a list of noisy dates was created, using those trading days that (i) were characterized by a strictly positive value of P or (ii) ranked in the first 50 when trading days were classified by either \(O_1, O_2\) or \(N\). This list comprised 69 trading days – for the VIX futures – and 89 trading days – for the S&amp;P 500 futures.

After scanning the trading days contained in this list, however, all observations seemed to be compatible with the dominant market activity. This was probably due to the cleaning procedures previously implemented, which removed trading days with lower liquidity and lowered the likelihood of encountering typos and outliers.

\(^{24}\) In accordance with rule P2 presented by Barndorff-Nielsen et al (2009, p. 7).
\(^{25}\) No non-positive prices were found in the VIX futures price series.
\(^{26}\) Each trading day, only the 8:30 am - 10:30 am window of observations was checked.
\(^{27}\) In the list below – and throughout the entire article – the following notation is used: \(r_t\) represents the returns on a specific asset at time \(t\), \(p_t\) represents the price of a specific asset at time \(t\) and \(I(\cdot)\) is an indicator function.
\(^{28}\) The modifications applied to the original version of the rule are due to the different size of our dataset (using a larger window for the rolling median would have resulted in a large number of transactions being excluded from this check).
\(^{29}\) The observation under consideration is excluded from the rolling centered median.
Once all of the four issues addressed in the Subsections above were addressed, a final clean dataset was ready for the estimation stage of this investigation. 978,207 data-points remain for the VX price series and 231,694,318 for the ES series.

Figure 1 and Figure 2, instead, depict the daily trading volume for the two assets. Figure 3 and Figure 4 on page 11, display the logarithm of the daily number of transactions and of the daily trading volume for the two types of contracts.

---

Figure 1 Clean S&P 500 futures dataset – daily volume

---

Figure 2 Clean VIX futures dataset – daily volume

---

30 Not restricted to the 8:30 am – 3:00 pm window, but span the entire trading day.
Finally, Tables 3 and 4 on page 12, represent the updated version of Table 1 and Table 2, reflecting the outcome of the whole clean-up procedure. One of the most evident changes is that prices now fluctuate in more reasonable bands (e.g. previously, the minimum ES price was 0) and that the mean volume and number of transactions has increased for both assets, consistently with the purpose of this clean-up procedure.

Since the size of the ES price series is still extremely large, estimation of the percentiles reported in Table 1 was not computationally feasible.

---

Figure 3 Clean dataset - daily trade volume (logarithm)

Figure 4 Clean dataset - daily number of transactions (logarithm)
Table 3 VIX futures dataset after clean-up procedure

<table>
<thead>
<tr>
<th>Variable</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>5th percentile</th>
<th>25th percentile</th>
<th>50th percentile</th>
<th>75th percentile</th>
<th>95th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>10.8</td>
<td>72.8</td>
<td>26.9149</td>
<td>18.35</td>
<td>21.8</td>
<td>25.15</td>
<td>29.5</td>
<td>44.58</td>
</tr>
<tr>
<td>Daily Volume</td>
<td>215</td>
<td>28104</td>
<td>3811.06</td>
<td>617.85</td>
<td>1264.75</td>
<td>2508</td>
<td>4926</td>
<td>11174.8</td>
</tr>
<tr>
<td>Daily Number of Transactions</td>
<td>46</td>
<td>11733</td>
<td>1066.75</td>
<td>152.05</td>
<td>445</td>
<td>712</td>
<td>1317.5</td>
<td>2850.45</td>
</tr>
</tbody>
</table>

Table 4 E-mini futures dataset after clean-up procedure

<table>
<thead>
<tr>
<th>Variable</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>5th percentile</th>
<th>25th percentile</th>
<th>50th percentile</th>
<th>75th percentile</th>
<th>95th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>665.75</td>
<td>1586.75</td>
<td>1122.2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Daily Volume</td>
<td>1001627</td>
<td>5829444</td>
<td>2117162</td>
<td>1182754</td>
<td>1633284</td>
<td>1993809</td>
<td>2451097</td>
<td>3388125</td>
</tr>
<tr>
<td>Daily Number of Transactions</td>
<td>454806</td>
<td>1356921</td>
<td>252665.6</td>
<td>68754.75</td>
<td>128524</td>
<td>184633</td>
<td>339571.8</td>
<td>609225.7</td>
</tr>
</tbody>
</table>

4. Estimation and Results

4.1 Computation of Realized Correlation

Upon completion of the cleaning process, the actual estimation of Realized Correlation, using Realized Kernels, was implemented.

In their original paper, Barndorff-Nielsen et al (2008a) studied the properties of Realized Kernels modeling the efficient price process as a Brownian Semimartingale (BSM):

\[ Y_t = \int_0^t a_u du + \int_0^t \sigma_u dW_u \]  

(1)

where \( Y \) is the logarithm of the efficient price process, \( W \) is a Brownian motion, \( a \) is a predictable locally bounded drift and \( \sigma \) is a cadlag volatility process (Barndorff-Nielsen et al, 2008a, p. 1484). This type of process rules out jumps in \( Y \). This feature is highly undesirable for the purposes of this study, since both the ES series and the VX series appear to exhibit this type of jumps.

However, the same authors prove that Realized Kernels are also consistent in the presence of a finite activity jump process\(^{32}\) (Barndorff-Nielsen et al, 2008a, p. 1508). In particular, they extend their analysis to a situation where \( Y \) can be modeled as follows:

\[ Y_t = \int_0^t a_u du + \int_0^t \sigma_u dW_u + J_t \]  

(2)

where \( J_t \) is a finite activity jump process. In particular, the authors prove that Realized Kernels remain consistent and that the rate of convergence does not change either (Bandorff-Nielsen et al, 2008b, p. 31).

For this reason, Realized Kernels appear to be a valid estimator of the quadratic variation\(^{33}\) of the efficient price process that underlies the observations contained in our dataset.

\(^{32}\) A finite activity jump process is a process with “a finite number of jumps in any bounded interval of time” (Barndorff-Nielsen et al, 2009, p. 2).
To estimate Realized Covariance under this approach, the formula presented by Barndorff-Nielsen et al (2009, p. C3) is applied:

$$
\text{RCov}(X) = \sum_{h=-H}^{H} k \left( \frac{h}{H+1} \right) \mu_h, \quad \mu_h = \sum_{j=|h|+1}^{n} x_j x_{j-|h|}
$$  (3)

where $k(\cdot)$ is a kernel weight function, $X$ is the vector of noisy observations of $Y$, $x$ is the vector of high-frequency returns, $n$ is the number of high-frequency returns available and $H$ is the chosen bandwidth. For this study, a non-flat-top Parzen kernel was used\(^{34}\) and the bandwidth selection procedure outlined by the same authors\(^{35}\) was implemented each time.

The result of this estimation procedure is a time-series of Realized Kernels, from which a time series of Realized Correlations is derived.\(^{36}\) Figure 5 plots the behavior of the estimated (negative) Realized Correlation across time.

![Evolution of Negative Realized Correlation across Time](image)

**Figure 5** Estimated Negative Realized Correlation (from Realized Kernel)

As predicted by the theory, (negative) Realized Correlation is usually negative (positive). Periods in which the sign of (negative) Realized Correlation actually reverses can be easily identified in the plot. For instance, in the months of January 2007, December 2007 and December 2008, positive values for the Realized Correlation can be observed. Positive correlation implies that leverage effects are not in place. However, it is not possible to exclude that this feature is caused by increased levels of noise in these periods of festivities, where trading activity is low.\(^{37}\)

As a robustness check, Realized Correlation was also computed by calculating Realized Covariance through the standard formula that does not rely on kernels. In order to exploit all the

---

\(^{33}\) Quadratic variation is the sum of the integrated covariance plus the outer product of the jumps (Anderson and Liao, 2011, 14).

\(^{34}\) The choice of a Parzen kernel, as opposed to other kernels such as the more famous Bartlett kernel, is due to a desire to develop a consistent estimator. As explained by Barndorff-Nielsen et al (2009, p. C3) the Bartlett kernel does not guarantee consistency and is therefore not adopted in this context.

\(^{35}\) The bandwidth estimator developed by Barndorff-Nielsen et al is an empirically tractable estimator and, as explained by the same authors, it is ‘optimal in an asymptotic MSE sense’ (Barndorff-Nielsen et al, 2009, p. C5).

\(^{36}\) Realized Correlation is obtained, at each point in time, as the ratio of the Realized Covariance divided by the square root of the product of the Realized Variances of the two price series.

\(^{37}\) See Section 3.
information contained in the dataset, subsampling was used in computing Realized Correlation. To this end, 1-minute, 5-minute, 10-minute, 15-minute and 20-minute returns were calculated. The outcome of this robustness check is reported in Figure 6. From these plots, the so-called Epps effect emerges in a rather visible way. The Epps effect consists in the correlation among returns getting smaller as the window over which the returns are measured gets smaller (Epps, 1979).

It is easy to see how the 1-minute Realized Correlation series does not appear to be overly noisy but, because of this Epps effect, the whole plot seems to crash onto the x-axis. As the frequency with which returns are measured decreases, the Epps effect appears to drive the gradual shift of the Realized Correlation away from the x-axis. However, as this frequency decreases, the microstructure noise that affects the standard subsampled version of the Realized Correlation increases, leading to a more imprecise plot. This effect prevents standard subsampled versions of the Realized Correlation from detecting a level of Realized Correlation significantly different from zero, regardless of the frequency adopted to measure returns.
Overall, it would therefore seem that the kernel version of the Realized Correlation is indeed the measure least affected by microstructure noise and the only one capable of capturing the actual sign of the Realized Correlation (and hence the leverage effect). Therefore, the Multivariate Realized Kernel is selected for the final part of this investigation.

Once an accurate measure of Realized Correlation was generated, a model that could possibly explain the behavior of this variable over time (and hence the dynamics of the leverage effect) was developed.

4.2 Estimation of Potential Regressors

Prior to engaging in the actual model selection procedure, a number of measures were extracted from the dataset, so as to single out a set of regressors that could be used in the subsequent model-fitting procedures.

The variables chosen to this end were:

- **The series of returns on ES and VX contracts**, computed using the closing price (the 3:00 pm price). These two variables were labeled as Ret_ES and Ret_VX.
- **The percentage of jumps in the Realized Variance of each of the two assets**.

Jumps for each asset were measured as the difference between Realized Variance and Bipower Variation. Barndorff-Nielsen and Shephard (2004) developed Bipower Variation while trying to decompose Realized Variance into a jumps-component and a continuous-path component. Since Bipower Variation represents the continuous-path component, the difference between Realized Variance and Bipower Variation represents the jump-component of total volatility in any given trading day. Bipower Variation and Realized Variance were computed using 5-minute returns and subsampling techniques, so as to exploit the full informational content of the dataset.

The percentage of jumps in the Realized Variance was than computed simply as the ratio between the jump-component and the Realized Variance at each point in time. An indicator function was inserted to control for noise and to ensure that these percentages would always be positive.38

---

38 Negative values are driven by market noise and, as a consequence, inserting this indicator function should not affect – or could possibly even improve – the reliability of the dataset.
These two variables, labeled as PJRVES and PJRVVX, were therefore computed according to the following formula:

$$PJRV_t = \frac{RV_t - BV_t}{RV_t} \cdot I(RV_t - BV_t > 0)$$  \hspace{1cm} (4)$$

where $RV$ and $BV$ are the levels of Realized Variance and Bipower Variation on each asset.

- **The levels of Realized Variance for each of the two assets**: RV_ES and RV_VX. These were simply obtained in the previous step, implementing a subsampled Realized Variance estimator on 5-minute returns.

Plots of these variables are reported as in Figures 7 to 12 on three pages.

![Figure 7 Returns on S&P 500 futures (closing prices)](image1)

**Figure 7** Returns on S&P 500 futures (closing prices)

![Figure 8 Returns on VIX futures (closing prices)](image2)

**Figure 8** Returns on VIX futures (closing prices)
Figure 9 Percentage of Jumps in Realized Variance - S&P 500 futures

Figure 10 Percentage of Jumps in Realized Variance - VIX futures

Figure 11 Annualized Realized Volatility (%) - S&P 500 futures
4.3 Stationarity Check on Regressand and Regressors

Once these variables were computed, Augmented Dickey-Fuller tests (Dickey and Fuller, 1979) were performed to check for the stationarity of each of the 7 series (Realized Correlation and the six regressors listed above). Results for these tests are reported in Table 5. As can be clearly observed, non-stationarity is rejected in all cases, except for the test on Realized Correlation without deterministic trends. However, since at least a slight time-trend can be detected in the Realized Correlation plot, non-stationarity was ruled out for this variable as well.

<table>
<thead>
<tr>
<th>Asset name</th>
<th>No deterministic trends</th>
<th>Constant</th>
<th>Time trend</th>
<th>Constant and time trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Realized Correlation</td>
<td>0.2147</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PJRVES</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PJRVVX</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Realized Variance - ES</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Realized Variance - VX</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Daily Returns – ES</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Daily Returns - VX</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

4.4 Model Selection

Before fitting any model, all of the variables presented above were studentized, so as to facilitate the interpretation of regression coefficients in the final model. Indeed, by dividing each variable by its standard deviation, it is possible to report standardized (or beta) coefficients. These coefficients capture the change (measured in standard deviations) in the regressand following a one-standard-deviation change in the relevant regressor (Schoreder et al, 1986, p. 32).

To begin the modeling stage of this study, a baseline model was estimated:

$$ RCorr_t = \alpha + \beta \cdot RCorr_{t-1} + \gamma \cdot \overline{RCorr}_{5,t} + \delta \cdot \overline{RCorr}_{22,t} + \varepsilon_t $$

(5)

where $\overline{RCorr}_{5,t}$ and $\overline{RCorr}_{22,t}$ are the 5-day and 22-day moving averages of Realized Correlation.
This baseline model is inspired by the Heterogeneous Autoregressive model proposed by Corsi (2009, p. 193). The interesting feature of this baseline model is that it captures the long memory behavior of volatility. In particular, the independent variables of the regression control for daily, weekly and monthly persistence in the series.

Estimates for the baseline model are reported in Table 6. The only variable to actually exhibit a statistically significant coefficient is the 22-day moving average, suggesting that substantial persistence (on a monthly basis) characterizes Realized Correlation. In particular, since the coefficient on this variable is positive, a negative level of Realized Correlation (consistent with the presence of leverage effects in the market) would tend to revert back to zero over time.

Table 6 Baseline HAR-type model

<table>
<thead>
<tr>
<th>Regression results – Predicting Realized Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Realized Correlation$_{t-1}$</td>
</tr>
<tr>
<td>Realized Correlation$_5$</td>
</tr>
<tr>
<td>Realized Correlation$_{22}$</td>
</tr>
<tr>
<td>No. of observations</td>
</tr>
<tr>
<td>$R^2$</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
</tr>
<tr>
<td>Root – MSE</td>
</tr>
<tr>
<td>log – Likelihood</td>
</tr>
<tr>
<td>AIC</td>
</tr>
<tr>
<td>BIC</td>
</tr>
<tr>
<td>HQIC</td>
</tr>
<tr>
<td>$F$ – statistic</td>
</tr>
<tr>
<td>Prob &gt; $F$ – statistic</td>
</tr>
</tbody>
</table>

Notes: 1. The table reports regression coefficients followed by standard errors in parentheses.
2. *, **, *** indicate statistical significance at the 10%, 5% and 1% levels, respectively.
3. The model includes an intercept which is not reported.

To understand the explanatory power of each of the potential regressors computed previously – both individually and jointly – an automated search using two Information Criteria, AIC and BIC, was performed. In particular, lagged values of the six regressors identified in the previous Section were combined in every possible way and the resulting models were estimated. A total of 64 models were fit and the models with the lowest values of AIC/BIC were selected. The best model selected by AIC is described in Table 7 below.

Table 7 AIC-optimal model

<table>
<thead>
<tr>
<th>Regression results – Predicting Realized Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>PJRVE$_{t-1}$</td>
</tr>
<tr>
<td>PJRVVVX$_{t-1}$</td>
</tr>
<tr>
<td>VX Realized Variance$_{t-1}$</td>
</tr>
<tr>
<td>VX Returns$_{t-1}$</td>
</tr>
<tr>
<td>No. of observations</td>
</tr>
<tr>
<td>$R^2$</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
</tr>
<tr>
<td>Root – MSE</td>
</tr>
<tr>
<td>log – Likelihood</td>
</tr>
<tr>
<td>AIC</td>
</tr>
<tr>
<td>BIC</td>
</tr>
<tr>
<td>HQIC</td>
</tr>
<tr>
<td>$F$ – statistic</td>
</tr>
<tr>
<td>Prob &gt; $F$ – statistic</td>
</tr>
</tbody>
</table>

Notes: 1. The table reports regression coefficients followed by standard errors in parentheses.
2. *, **, *** indicate statistical significance at the 10%, 5% and 1% levels, respectively.
3. The model includes an intercept which is not reported.

39 In comparing the models, equal sample size was imposed on all models being compared.
The BIC, instead, selected the baseline HAR-type model, the most parsimonious one. This outcome was to be expected, since BIC places larger penalties on models with a greater number of explanatory variables. It is important to point out that this result may constitute important evidence that the variables selected as potential regressors may actually not add much explanatory power to a simple model like that selected by the BIC.

Nevertheless, since the purpose of this analysis is that of understanding what variables actually affect Realized Correlation and through what channels they do so, greater emphasis should perhaps be put on the models selected by AIC (despite the loss in terms of parsimony). For this reason, the remaining part of this analysis focuses only on the model selected by the AIC.

Looking at the model selected by the Akaike Information Criterion, several important aspects are detected:

- The percentage of jumps in the Realized Variance of VIX futures and the Realized Variance of VX enter the regression with negative and significant coefficients. Hence, a greater proportion of jumps in the VX process (which is equivalent to more sudden revisions in the expectations of future volatility) tend to reinforce the leverage effect. Likewise, Realized Variance of VX futures, which is a proxy for the volatility-of-volatility, strengthens leverage effects (i.e., increases in the volatility-of-volatility reinforce leverage effect mechanisms). Hence, volatility-of-volatility, which is connected to both of these variables, appears to be a “propeller” for the leverage effect. This may be interpreted as evidence in favor of the “volatility feedback” theory which links the concept of a volatility risk premium to the leverage effect.

- Returns on VX enter the regression with a positive and statistically significant coefficient. Returns on VX represent changes in the actual volatility and they are linked to the volatility level in the S&P 500 market. This factor appears to have a dampening effect on leverage effects. However, since the level of Realized Variance of ES futures does not enter the regression, great caution is necessary in actually assessing the magnitude of this effect.

- The actual returns on ES contracts do not enter the regression. This phenomenon may suggest that the level of the stock market index does not actually significantly alter the dynamics of the leverage effect over time, as argued instead in previous academic works (see, e.g. Simon, 2003, p. 21).

As a control to this automated search and as a way further to enquire into the role played by each of the six variables in explaining the leverage effect, each of the candidate regressors was added to the initial baseline model (one at a time). The resulting estimates are reported in the Appendix. None of the added regressors ever manages to alter the sign or magnitude of the coefficients of the HAC-type regressors in a significant manner. Also, none of the added regressors ever displays statistically significant coefficients. This stands as evidence that, despite the considerations listed above, lagged values of Realized Correlations still represent the primary explanatory variable of Realized Correlation itself. This impression is confirmed by the partial squared correlation coefficients computed after performing these last operations. The relatively small magnitude of these coefficients suggests that the individual contribution of each of the six variables to the explanatory power of the model is indeed limited.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Partial Squared Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>PJRVES&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>0.0003</td>
</tr>
<tr>
<td>PJRVVX&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>0.0006</td>
</tr>
<tr>
<td>ES Realized Variance&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>0.0008</td>
</tr>
<tr>
<td>VX Realized Variance&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>0.0016</td>
</tr>
<tr>
<td>ES Returns&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>0.0006</td>
</tr>
<tr>
<td>VX Returns&lt;sub&gt;t−1&lt;/sub&gt;</td>
<td>0.0023</td>
</tr>
</tbody>
</table>

40 A precise definition of the partial squared correlation and its interpretation has been provided by Agresti and Finaly (1999, p. 413). To compute these coefficients, each of the variables was added to the baseline HAR-type model, in turn.
5. Insights Obtained and Final Remarks

This paper has investigated the dynamics of the leverage effect over time, using high frequency data. By applying Realized Kernel techniques, a more precise estimate of Realized Correlation – compared to standard subsampled estimators of Realized Correlation – was derived. This new measure avoids the so-called Epps effect and permits more clearly to observe the pattern in Realized Correlation. Regressing the resulting measure on a number of candidate explanatory variables, a deeper insight into the factors that determine the behavior of Realized Correlation over time (i.e., that influence the leverage effect) was obtained. In particular, volatility-related measures – and in particular the level of volatility-of-volatility – appears to dominate the actual level of the S&P 500 index in terms of explanatory power.
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### Appendix: Adding Individual Variables to the Baseline Model

1. Percentage of Jumps in the Realized Variance of ES contracts

<table>
<thead>
<tr>
<th>Regression results – Predicting Realized Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{PJRVES}_{t-1}$</td>
</tr>
<tr>
<td>Realized Correlation$_{t-1}$</td>
</tr>
<tr>
<td>No. of observations</td>
</tr>
<tr>
<td>$R^2$</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
</tr>
<tr>
<td>Root – MSE</td>
</tr>
<tr>
<td>log – Likelihood</td>
</tr>
</tbody>
</table>

2. Percentage of Jumps in the Realized Variance of VX contracts

<table>
<thead>
<tr>
<th>Regression results – Predicting Realized Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{PJRVX}_{t-1}$</td>
</tr>
</tbody>
</table>
### Regression results – Predicting Realized Correlation

<table>
<thead>
<tr>
<th></th>
<th>Realized Correlation_{t-1}</th>
<th>Realized Correlation_{22}</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of observations</td>
<td>894</td>
<td>894</td>
</tr>
<tr>
<td>R²</td>
<td>0.2288</td>
<td>0.2254</td>
</tr>
<tr>
<td>Adjusted – R²</td>
<td>0.8393</td>
<td>0.8398</td>
</tr>
<tr>
<td>Root – MSE</td>
<td>-1134.6118</td>
<td>-1135.0087</td>
</tr>
<tr>
<td>log – Likelihood</td>
<td>0.0381 (0.0534)</td>
<td>0.0388 (0.0553)</td>
</tr>
<tr>
<td></td>
<td>0.7348 (0.1042) ***</td>
<td>0.7311 (0.1072) ***</td>
</tr>
</tbody>
</table>

Notes: 1. Six tables above report regression coefficients followed by standard errors in parentheses.
2. *, **, *** indicate statistical significance at the 10%, 5% and 1% levels, respectively.
3. The model includes an intercept which is not reported.